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ABSTRACT

Human decision-making in explore–exploit tasks, from resource allocation to search in an uncertain environment, can be modeled using multi-armed bandit problems, where the decision maker must choose among multiple options with uncertain rewards. Rigorous examination of the heuristics that humans use in these tasks can help in designing and evaluating strategies for performance in a wide range of real-world decision-making scenarios that involve humans, machines or both. In the standard setting, the objective is to optimize accumulated reward over a sequence of choices, which creates a tension between choosing the most rewarding among known options (exploitation) and choosing poorly known but potentially more rewarding options (exploration). I will discuss results from multi-armed bandit experiments with human participants and features of human decision-making captured by a model that relies on Bayesian inference, confidence bounds, and Boltzmann action selection. I will discuss extensions to distributed cooperative decision-making in multi-player multi-armed bandit problems and to satisficing objectives.
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